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 The evolution of technology roles attracted cyber security threats not only 

compromise stable technology but also cause significant financial loss for 

organizations and individuals. As a result, organizations must create and 

implement a comprehensive cybersecurity strategy to minimize further loss. 

The founding of a cybersecurity surveillance center is one of the optimal 

adopted strategies, known as security operation center (SOC). The strategy 

has become the forefront of digital systems protection. We propose strategy 

optimization to prevent or mitigate cyberattacks by analyzing and detecting 

log anomalies using machine learning models. This study employs two 

machine learning models: the naïve Bayes model with multinomial, 

Gaussian, and Bernoulli variants, and the support vector machine (SVM) 

model with radial basis function (RBF), linear, polynomial, and sigmoid 

kernel variants. The hyperparameters in both models are then optimized. The 

models with optimized hyperparameters are subsequently trained and tested. 

The experimental results indicate that the best performance is achieved by 

the RBF kernel SVM model, with an accuracy of 79.75%, precision of 

80.8%, recall of 79.75%, and F1-score of 80.01%; and the Gaussian naïve 

Bayes model, with an accuracy of 70.0%, precision of 80.27%, recall of 

70.0%, and F1-score of 70.66%. Overall, both models perform relatively 

well and are classified in the very good category (75%‒89%). 
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1. INTRODUCTION 

In recent decades, the evolution of technology roles has impacted information improvement and 

human creativity. This evolution attracted cyber security threats such as denial of service (DoS) attack,  

zero-day attack, or social engineering, which have become so ubiquitous a small part of information security 

threats [1]. Cybersecurity attacks not only compromise stable technology but also cause significant financial 

loss for organizations and individuals. Cybercrime has an immense economic impact, with an estimated loss 

of 8 trillion in 2023 and continuously increasing to 10,5 trillion by 2025 [2]. The number of cyberattacks 

exceeds 800,000 and occurs almost every 39 seconds; this threat has evolved into a serious global risk [3]. As 

a result, organizations must create and implement a comprehensive cybersecurity strategy to minimize further 

loss. It is necessary to assess the solutions that impact comprehensive activities before building the security 

strategy. The founding of a cybersecurity surveillance center is one of the optimal adopted strategies, known 

as a security operation center (SOC). The strategy has become the forefront of digital systems protection.  

https://creativecommons.org/licenses/by-sa/4.0/
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Other researchers announced different ways to operate and designed a SOC. Various factors, such as 

regulations, company strategy, and expertise, influenced the design [4]. SOC was divided into several 

functions. The detached function was evaluated to determine the actual performance. These functions include 

monitoring and detection, analysis, response and reporting, intelligence, baseline and vulnerability, and 

policy and signature management [5]. The framework of another study proposed performance monitoring of 

each function using quantitative and qualitative metrics. However, the framework did not provide a concrete 

evaluation mechanism that organizations can use to implement the defined metrics in the framework [6]. 

Threats in unstable network traffic, known as traffic anomaly, become significant challenges [7]. 

Anomaly not only makes the network vulnerable to attack but also has the potential to branch off the system 

targeted by the intruder [8]. According to the National Cyber and Crypto Agency report, there were 

27,476,788 traffic anomaly incidents in Indonesia, with more than 50% indicated as malware and trojan 

attacks on April 2023 [9]. 

Several ways are used to prevent network traffic anomalies, such as log anomaly analysis and 

detection [10]. Network traffic anomaly detection identifies unusual patterns or behaviors in network traffic. 

The detection helps determine potential security threats and allows for timely countermeasures [11], [12]. 

Network traffic anomaly detection is an important area of network security designed to improve network 

security [13]. Anomaly detection can be executed manually by the identified log, but this approach is 

impractical because of the complexity and large amount of data available [14]. Anomaly detection is crucial 

because the detected data can represent significant, critical, and actionable information [15]. Therefore, an 

automated process is needed to analyze log classification related to traffic anomalies [16]. 

Data science navigates the transformation, in which machine learning is a critical aspect of artificial 

intelligence (AI). Data science could take an important role in finding hidden patterns in data. The methods 

of data science generate a new scientific paradigm and machine learning, significantly impacting the 

cybersecurity landscape [11]. In the literature, Veena et al. [17] was conducted for attack detection with a 

comparison of support vector machine (SVM) and k-nearest neighbors (KNN) in detecting cybercrime. The 

research was conducted using the ECML-PKDD 2007 dataset that contained cybercrime data in the banking 

sector. As a result, it was found that the SVM had the highest accuracy than KNN, which was about 98.8% 

and 96.47%. Similarly, Vishwakarma and Kesswani [18] discussed the intrusion detection system (IDS) by 

comparing the naïve Bayes algorithm with the logistic regression, KNN, decision tree, random forest, linear 

discriminant analysis (LDA), quadratic discriminant analysis (QDA), AdaBoost, Gradient Boosting, and 

Extra Trees algorithms. The research was conducted using two types of datasets, NSL-KDD and 

UNSW_NB15. The results showed that naïve Bayes performed the best, with the 97.1% highest accuracy 

using the NSL-KDD dataset and 86.9% accuracy using the UNSW_NB15 dataset. 

Therefore, this study conducted an analysis and classification of cyberattacks on AI-based system 

logs to reduce the workload of the SOC. The naïve Bayes and SVM algorithms are used as classifiers and 

their performances are compared. This study uses the naïve Bayes algorithm because it is suitable for 

classification tasks with the advantage of having high performance on large data sets and the ability to handle 

many features and can generalize information from previous observation [19]. The use of SVM in this study 

was chosen because SVM is a machine learning model that can be used for classification and regression 

problems [20]. 

Recent research presented an innovative machine learning method to detect anomalies in IoT 

devices. SVM and random forest methods generated an accuracy of 99.9% and 97.9%. The research 

estimated that SVM's detection process was an excellent supervised learning approach [21]. Last but not 

least, research proposed using naïve Bayes and SVM algorithms to identify anomalies. The study showed 

that the naïve Bayes algorithm could identify anomalies well [22]. Based on several researches that had been 

carried out by raising different case studies, this our research also contributes to the world of SOC. In 

summary, the main contributions are summarized as follows: 

‒ We propose the analysis and classification of cyberattacks on log systems based on the machine learning 

approach that is useful in optimizing the workload in the SOC. 

‒ We compare the machine learning approach, the naïve Bayes algorithm, with the multinomial, Gaussian, 

and bernoulli types, and the SVM algorithm with radial basis function (RBF), linear, polynomial, and 

sigmoid kernels in detecting the threat of cyberattacks. 

 

 

2. METHOD 

The research flow illustrated in Figure 1 outlines the stages involved in addressing the problem of 

detecting cyber-attack threats in the SOC. 
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Figure 1. Overall research flow 

 

 

2.1.  Dataset 

In this study, the data used came from Loghub, which maintains a collection of system logs using 

the Hadoop dataset. The dataset has four labels, namely machine_down, network_disconnection, disk_full, 

and normal [23]. Information about the dataset can be seen in Table 1, while samples of the dataset used can 

be seen in Tables 2 to 5 for each label/class. 

 

 

Table 1. Dataset information 
Description Labeled Time span Lines Raw size 

Hadoop mapreduce job log Yes N.A. 394,308 48.61 MB 
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Table 2. Machine down class dataset sample 
Date Time Level Process Component Content Template Label 

17/10/
2015 

09:21.5 INFO main org.apache.hadoop.
mapreduce.v2.app.

MRAppMaster: 

Created 
MRAppMaster for 

application 

appattempt_14450764
37777_0004_000001 

Created 
MRAppMaster 

for application 

appattempt_<*> 

machine_down 

17/10/

2015 

09:21.9 INFO main org.apache.hadoop.

mapreduce.v2.app.
MRAppMaster: 

Executing with tokens: Executing 

with tokens: 

machine_down 

….. ….. ….. ….. ….. ….. ….. ….. 

17/10/
2015 

09:23.4 INFO main org.apache.hadoop.
mapreduce.v2.app.

MRAppMaster: 

OutputCommitter set 
in config null 

OutputCommi
tter set in 

config null 

machine_down 

 

 

Table 3. Sample network disconnection class dataset 
Date Time Level Process Component Content Template Label 

18/10/

2015 

20:33.8 INFO main org.apache.hadoop.

mapreduce.v2.app.

MRAppMaster: 

Created MRAppMaster 

for application 

appattempt_144514442
3722_0020_000002 

Created 

MRAppMaster 

for application 
appattempt_<*> 

network_dis

connection 

18/10/
2015 

20:34.2 INFO main org.apache.hadoop.
mapreduce.v2.app.

MRAppMaster: 

Executing with tokens: Executing with 
tokens: 

network_dis
connection 

…. …. …. …. …. …. …. …. 
18/10/

2015 

20:34.9 INFO main org.apache.hadoop.

mapreduce.v2.app.

MRAppMaster: 

OutputCommitter set 

in config null 

OutputCommitter 

set in config null 

network_dis

connection 

 

 

Table 4. Full disk class dataset sample 
Date Time Level Process Component Content Template Label 

19/10/2015 21:32.9 INFO main org.apache.hadoop

.mapreduce.v2.app
.MRAppMaster: 

Created 

MRAppMaster for 
application 

appattempt_14451821

59119_0001_000001 

Created 

MRAppMaster 
for application 

appattempt_<*> 

disk_full 

19/10/2015 21:33.7 INFO main org.apache.hadoop

.mapreduce.v2.app

.MRAppMaster: 

Executing with 

tokens: 

Executing with 

tokens: 

disk_full 

….. ….. ….. ….. ….. ….. ….. ….. 

19/10/2015 21:34.9 INFO main org.apache.hadoop

.mapreduce.v2.app
.MRAppMaster: 

OutputCommitter set 

in config null 

OutputCommitte

r set in config 
null 

disk_full 

 

 

Table 5. Normal class dataset sample 
Date Time Level Process Component Content Template Label 

19/10/2015 49:51.5 INFO main org.apache.hadoop.
mapreduce.v2.app.

MRAppMaster: 

Created MRAppMaster 
for application 

appattempt_1445182159

119_0012_000001 

Created 
MRAppMaster for 

application 

appattempt_<*> 

Normal 

19/10/2015 49:51.8 INFO main org.apache.hadoop.

mapreduce.v2.app.

MRAppMaster: 

Executing with tokens: Executing with 

tokens: 

Normal 

….. ….. ….. ….. ….. ….. ….. ….. 

19/10/2015 49:53.5 INFO main org.apache.hadoop.

mapreduce.v2.app.
MRAppMaster: 

OutputCommitter set in 

config null 

OutputCommitter set 

in config null 

Normal 

 

 

2.2.  Log parsing 

Log parsing is modeled as a clustering problem, where log messages describing the same system 

should be grouped into similar clusters [24]. The problem of log parsing is how to accurately and efficiently 

separate unstructured log messages into different groups by designing similarity metrics for log messages and 

new clustering approaches [24]. The implementation architecture of log parsing can be seen in Figure 2 [25]. 
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Figure 1. Log parsing architecture 

 

 

2.3.  Word weighting using TF-IDF method 

Next, the term frequency-inverse document frequency (TF-IDF) stage is carried out because the log 

data is in the form of sentences (text) for word weighting [26]. The filtered log dataset is then further 

processed to extract discriminative and numeric features by adapting the TF-IDF algorithm [25]. TF-IDF was 

chosen because the method gives greater weight to terms that appear less frequently in a document and 

reduces the importance of terms that appear more frequently, resulting in compact numerical features [25]. 

The TF-IDF algorithm is used to numerically assess the relevance of words in documents. The frequency 

score assigned to a word with TF-IDF determines the importance of the word to the document based on the 

frequency of the word [27]. The TF-IDF method enables the identification of key terms that are unique to a 

particular document, which contributes significantly to tasks such as text analysis, information retrieval, and 

document classification [28]. 

First, a function is created to process the text given as input, which includes replacing the character 

"/" with a space. Next, the tokenization process is carried out on the X_train_token and X_test_token data. 

Then, a TfidfVectorizer object is created which is used to transform a collection of text documents into a  

TF-IDF matrix. TF-IDF is a technique commonly used in natural language processing to measure the 

importance of a word in a document relative to a collection of other documents. 

After that, data transformation is performed to obtain feature names from TF-IDF data and calculate 

the frequency of occurrence of words in training and testing data. Thus, both representations (TF-IDF and 

frequency) can be used for further analysis, such as classification. The results of the TF-IDF process are 

stored in CSV file format, and the results of the TF-IDF process are snipped and displayed in Figure 3. 

 

 

 
 

Figure 2. Result of TF-IDF process 

 

 

The next stage is TF-IDF weighting, showing relevant words (with weights greater than 0) for the 

first five examples of the data used. Each word and its weight are presented in a table using a Pandas 

DataFrame, that is useful for further analysis of the features that contribute to the model in the context of 

classification or clustering. An example of TF-IDF weight on the 1st data from the test data can be seen in 

Figure 3. 

 

2.4.  Split data 

At this stage, the data is divided into training data and testing data. The proportion of data division 

used in this study is 70% for training data and 30% for testing data. This division is based on previous 

research [25], which shows that using the proportion 70%:30% produces an accuracy of 100%. 
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Figure 3. Example of weigh TF-IDF on the first data 

 

 

2.5.  Anomaly detection using naïve Bayes and support vector machine 

Next, the model building stage is carried out to detect anomalies. At this stage, the model is built 

using naïve Bayes and SVM by utilizing 70% of the training data. Classification is carried out using the naïve 

Bayes and SVM models. The naïve Bayes methods used include naïve Bayes Gaussian, naïve Bayes 

Bernoulli, and naïve Bayes multinomial. In naïve Bayes Gaussian doesn’t require complex parameter 

searching, which reduces the variance of the model and naïve Bayes Gaussian supports incremental learning 

[29]. While in naïve Bayes Bernoulli, model primarily focuses on searching for vector features that are binary 

[30]. Naïve Bayes Multinomial is a classification method with probability, which predicts future 

opportunities based on previous experience so it is known as Bayes Theorem [31]. 

While in the SVM model, various kernels are used, namely linear kernels, polynomial kernels, 

sigmoid kernels, and RBF kernels. The classification results of the two models will be compared. Linear 

kernel in SVM can guarantee global optimization for regression or classification problems in small-to-large 

datasets [32]. Unlike the linear kernel, the polynomial kernel does involve taking the inner product from a 

higher dimension space. Unlike the polynomial kernel, which looks at extra dimensions, RBF expands into 

and infinite number of dimensions [33]. Sigmoid kernel functions are commonly implemented, these 

functions are not positive semi-definite for certain values of these kernel parameters. Consequently, the 

parameters γ (gamma) and c must be chosen carefully to avoid errors in the results obtained [34]. 

In this study, hyperparameter implementation was carried out using GridSearchCV for the SVM 

model with RBF kernel. With C and gamma parameters, the model will be tested to find the best combination 

that provides the best performance on the training data. After finding the optimal parameters, the model will be 

used to predict the class on the test data. This is a common approach to improving the accuracy of machine 

learning models with hyperparameter optimization. The hyperparameters used can be seen in Table 6. 

 

 

Table 6. Grid SVM parameters 
Parameter SVM 

Sigmoid kernel RBF kernel Linear kernel Polynomial kernel 

C 0.1 0.1 0.1 0.1 

C 1 1 1 1 
C 10 10 10 10 

C 100 100 100 100 

gamma 0.001 0.001  scale 
gamma 0.01 0.01  auto 

gamma 0.1 0.1   

gamma 1 1   
degree    2 

degree    3 

degree    4 

 

 

From the parameters used, the best parameters for the RBF kernel are obtained. The RBF kernel gets 

the best parameters, namely C =100, class_weight = 'balanced', gamma =0.1. The value of C =100 indicates 

that the model focuses more on reducing classification errors so that it is more sensitive to outliers. 

class_weight = 'balanced', helps handle class imbalance problems by giving more weight to underrepresented 

classes. A value of 0.1 indicates that the influence of one data is broader, helping the model recognize more 

complex patterns. From the parameters used, the best parameters for the linear kernel are obtained. In the 
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linear kernel, the best parameters are C =100, class_weight = 'balanced', kernel = 'linear'. The value of  

C =100 indicates that the model focuses more on reducing classification errors so that it is more sensitive to 

outliers. class_weight = 'balanced', helps handle class imbalance problems by giving more weight to 

underrepresented classes. kernel = 'linear' indicates that the model uses a linear separator function. From each 

parameter used, the best parameter for the polynomial kernel is obtained. In the polynomial kernel, the best 

parameter is C =10, class_weight = 'balanced', degree =2, kernel = 'poly'. The value of C =10 shows a little 

more tolerance for misclassification. This can help the model not overfit. class_weight = 'balanced', helps 

deal with the problem of class imbalance by giving more weight to underrepresented classes. degree =2 

indicates that the model uses a polynomial function of degree 2, which allows the model to capture nonlinear 

interactions between features. kernel = 'poly' indicates the use of a polynomial kernel that is suitable for data 

with non-linear relationships. 

From each parameter used, the best parameter for the polynomial kernel is obtained. In the 

polynomial kernel, the best parameter is C =10, class_weight = 'balanced', gamma =1, kernel = 'sigmoid'. The 

value of C =10 shows a little more tolerance for misclassification. This can help the model not overfit. 

class_weight = 'balanced', helps deal with the problem of class imbalance by giving more weight to 

underrepresented classes. Gamma =1 means that the influence of each data point is quite significant, and can 

produce non-linear patterns in the data. Kernel = 'sigmoid' indicates the use of the sigmoid activation function 

which can provide non-linear characteristics for class separation. 

 

2.6.  Evaluation 

In the model evaluation using confusion matrix which produces accuracy, precision, recall, F1-score 

and false positive rate (FPR) values. Accuracy measure is calculated by taking all the true predictions and 

dividing them among all the predicted values, including the true predictions [35]. Precision is measuring the 

number of correctly predicted positive rate divided by the total predicted positive rates [36]. Recall or 

Sensitivity is the proportion of real positive cases that are correctly predicted positive [37]. F1-score is the 

weighted harmonic mean of the recall and precision values [38]. FPR is ratio between the incorrectly 

classified negative samples to the total number of negative samples [39]. Model testing consists of SVM 

models with RBF kernel, linear, polynomial and sigmoid as well as multinomial naïve Bayes, gaussian naïve 

Bayes, bernoulli naïve Bayes models. 

 

 

3. RESULTS AND DISCUSSION 

At this stage, the results of the model evaluation using the confusion matrix from the multinomial 

naïve Bayes, gaussian naïve Bayes, bernoulli naïve Bayes methods are explained. From several tests that 

have been conducted for the detection of cyberattack threats in SOC using the machine learning approach of 

the SVM method with RBF kernel, SVM with linear kernel, SVM with polynomial kernel, SVM with 

Sigmoid kernel and naïve Bayes from multinomial naïve Bayes, gaussian naïve Bayes and bernoulli  

naïve Bayes obtained varying model performance results. The overall model results can be seen in Table 7. 

 

 

Table 7. Results of the overall model evaluation 
Model Accuracy (%) Precision (%) Recall (%) F1-score (%) 

SVM with RBF kernel 79.75 80.8 79.75 80.01 
SVM with linear kernel 79.5 80.51 79.5 79.75 

SVM with polynomial kernel 75.75 77.11 75.75 76.04 

SVM with sigmoid kernel 78.75 80.12 78.75 79.05 
Multinomial naïve Bayes 69.58 72.3 69.58 69.92 

Gaussian naïve Bayes 70.0 80.27 70.0 70.66 

Bernoulli naïve Bayes 63.75 68.6 63.75 64.2 

 

 

Based on Figure 5, it can be explained that the SVM algorithm with the RBF kernel obtained 

prediction results on the machine_down label correctly classified as many as 230 data, while the prediction 

error with 42 data entered into the normal label, 1 data entered into the network_disconnection label, and 21 

data entered into the disk_full label. In the normal label with a total of 255 data classified correctly, while the 

prediction error with 33 data entered into the machine_down label, 2 data entered into the 

network_disconnection label, and 25 data entered into the disk_full label. In the network_disconnection label 

with a total of 230 data classified correctly, while the prediction error with 17 data entered into the 

machine_down label, 15 data entered into the normal label, and 22 data entered into the disk_full label. In the 

disk_full label, 242 data were classified correctly, while prediction errors included 37 data that were included 
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in the machine_down label, 28 data that were included in the normal label, and 0 data that were included in 

the network_disconnection label. The results of the confusion matrix plot on the SVM method with the RBF 

kernel can be seen in Figure 4. 

 

 

 
 

Figure 4. Confusion matrix SVM kernel RBF 

 

 

The following explains the results of the FPR test of the method used. From Table 8 the results of the 

FPR test on the SVM with RBF kernel that the network_disconnection label has the lowest FPR of 0.33%, 

which means that the model is the best because the ground truth value of FPR is 0 [40]. From Table 8, the 

SVM method with the RBF kernel demonstrates the best performance in classifying cyber threats, achieving 

an accuracy of 79.75%, precision of 80.8%, recall of 79.75%, and an F1-score of 80.01%. Other SVM kernels, 

such as linear (79.5%), polynomial (75.75%), and sigmoid (78.75%), also yield good results. Meanwhile, 

Gaussian naïve Bayes achieves 70.0% accuracy, while multinomial (69.58%) and bernoulli naïve Bayes 

(63.75%) show lower performance. Overall, the SVM model falls within the "very good" category  

(75%-89%), whereas some naïve Bayes variants are categorized as "fair" or "poor." These findings indicate 

that the SVM with the RBF kernel is the most effective method, while naïve Bayes requires further 

development, such as hyperparameter tuning, to enhance its performance in detecting cyber threats. 

 

 

Table 8. FPR model 

Label 

SVM Multinomial 

naïve Bayes 

(%) 

Gaussian 

naïve Bayes 

(%) 

Bernoulli 

naïve Bayes 

(%) 
RBF kernel 

(%) 

Linear 

kernel (%) 

Polynomial 

kernel (%) 

Sigmoid 

kernel (%) 

Machine_down 9.6 9.05 10.71 8.83 8.28 0.44 14.9 
Normal 9.6 10.17 12.88 12.99 18.08 2.82 24.07 

Network_disconnection 0.33 0.44 0.98 0.55 1.09 31.77 0.55 

Disk_full 7.61 7.84 7.95 6.16 13.44 4.48 9.18 

 

 

4. CONCLUSION 

From the research that has been done on cyber-attack detection in SOC using the machine learning 

method approach, the following conclusions can be drawn: i) detection of cyber-attack threats in the SOC 

using AI-based system log data was successfully carried out using the naïve Bayes and SVM machine 

learning model approaches, ii) the machine learning model approach in detecting cyber-attack threats at the 

SOC using AI-based system log data is carried out with the naïve Bayes model with multinomial, gaussian, 

bernoulli types and SVM with RBF, linear, polynomial, sigmoid kernels, and iii) the results of the evaluation 

using confusion matrix obtained the best model performance in the SVM method with RBF kernel with an 

accuracy value of 79.75%, precision of 80.8%, recall of 79.75%, and F1-score of 80.01%. Meanwhile, in the 

naïve Bayes type there is a gaussian naïve Bayes with an accuracy of 70.0%, precision of 80.27%, recall of 
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70.0%, and F1-score of 70.66%. Therefore, overall, the model succeeds in classifying well and falls into the 

very good classification category (75%-89%), but the multinomial naïve Bayes method gets an accuracy of 

69.58% in the fair category (65%-74%) and the bernoulli naïve Bayes method gets an accuracy of 63.75% in 

the poor category (50%-64%). Suggestions that can be given from this research, for further development, are 

comparisons made on various proportions of datasets used. In addition, other hyperparameter tuning can be 

done on SVM and naïve Bayes models so that the best parameter combination can be seen and improve 

model performance. 
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