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 For Muslims, the Hadith ranks as the secondary legal authority following the 

Quran. This research leverages hadith data to streamline the search process 

within the nine imams’ compendium using the vector space model (VSM) 

approach. The primary objective of this research is to enhance the efficiency 

and effectiveness of the search process within Hadith collections by 

implementing pre-filtering techniques. This study aims to demonstrate the 

potential of linear search and Django object-relational mapping (ORM) 

filters in reducing search times and improving retrieval performance, thereby 

facilitating quicker and more accurate access to relevant Hadiths. Prior 

studies have indicated that VSM is efficient for large data sets because it 

assigns weights to every term across all documents, regardless of whether 

they include the search keywords. Consequently, the more documents there 

are, the more protracted the weighting phase becomes. To address this, the 

current research pre-filters documents prior to weighting, utilizing linear 

search and Django ORM as filters. Testing on 62,169 hadiths with 20 

keywords revealed that the average VSM search duration was 51 seconds. 

However, with the implementation of linear and Django ORM filters, the 

times were reduced to 7.93 and 8.41 seconds, respectively. The recall@10 

rates were 79% and 78.5%, with MAP scores of 0.819 and 0.814, 

accordingly.  
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1. INTRODUCTION 

Information retrieval (IR), according to Salton in [1], is a system that can automatically retrieve 

information according to user needs from a set of data. One of the classic methods that is popular and has 

been tested in IR is the vector space model (VSM) [2]–[4]. VSM represents keywords in each document as a 

vector. The similarity values of the keywords and documents are then obtained from the angles formed by the 

two vectors. 

In online news classification research [5], testing of the VSM method managed to achieve a high 

level of accuracy, namely 91.25% in four tests. The test was conducted by dividing the research object into 

training data and testing data. Other research showing the success of VSM in retrieving information can be 

found in journals [6]–[8].  

To get the similarity value of two vectors in VSM [4], we first need to calculate the weight of each 

vector using the term weighting scheme. Methods used in word weighting include simple term frequency-

https://creativecommons.org/licenses/by-sa/4.0/
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inverse document frequency (TF-IDF), incremental TF-IDF, phrase-augmented TF-IDF, latent semantic 

index (LSI), and document-to-vector (D2V). A comparison of these methods is presented in a comparative 

study [9] for the case of text similarity to patent data managed by the United States Patent and Trademark 

Office (USPTO). For this research context, it is known that simple TF-IDF is a more suitable method because 

the objects used do not require complicated natural language processing (NLP) processes. 

Furthermore, in the TF-IDF [5] algorithm, the weight value for each vector is obtained by 

combining the frequency of occurrence of a word in a document with the frequency of the inverse document 

(IDF) that contains the word. After that, we can rank the documents that have the greatest degree of similarity 

to keywords using text similarity calculations using the Cosine Similarity, Jaccard Similarity, or Euclidean 

Distance approaches. A Comparison of these three approaches [10] identifying top news items on news sites 

and measuring the similarity between the same two news items in two different languages based on the same 

event found that Cosine Similarity has the highest accuracy value compared to the other approaches. 

Django is a web framework written in the Python programming language, rich in libraries [11]–[13]. 

These libraries facilitate the implementation of the VSM with tools for stopword removal, literary, numpy, 

and punkt, which are used for preprocessing -- removing meaningless words and punctuation marks before 

the TF-IDF calculation. Additionally, Django also supports ORM techniques, simplifying database queries. 

Previous studies have highlighted that the VSM method tends to require less time to process 

searches with large amounts of data. In one study [14], the average search took 2.24 seconds, with a success 

rate of 81% on 75 hadith data entries. Another study [15] took 6.042 seconds, even after incorporating the 

Hamming distance algorithm to expedite the search. 

This is caused by the VSM process of assigning weights to each word in all documents, even if the 

document does not contain the keyword being searched for. Thus, the more documents used for searching, 

the longer the weighting process will be. However, from the studies conducted, the data generated from 

searches using the VSM method is certain to contain at least one word of the keyword. Therefore, in this 

study, document filtering was carried out prior to the weighting process. 

Linear search, also commonly known as sequential search, is a fairly simple and easy search 

algorithm. It works by comparing each element in succession, starting with the first element, until the sought 

element is found or all elements have been examined [16]. In contrast to Binary Search, which can only work 

if the data has been sorted (requiring a sorting process before the search can be carried out). 

By using Linear Search for the filtering process, it can be ensured that the document to be weighted 

contains at least one word of the searched keyword. Additionally, Linear Search does not require prior 

sorting, saving time in the search process. Likewise, ORM simplifies making search queries in the filtering 

process, using linear search as a filter comparison. A similar study [17] explores the use of TF-IDF and VSM 

for efficient retrieval of medical records. However, unlike our research which focuses on performance 

improvements using linear and Django ORM filters, this study emphasizes the application of TF-IDF and 

VSM in medical document retrieval. Based on 1,000 medical record documents and tested with 20 search 

queries, the results showed an average precision value of 0.548 and an average recall value of 0.796. 

The research object used is hadith data from the Hadith Encyclopedia of the Book of 9 Imams in the 

LIDWA Pusaka application. This application contains approximately 62,000 hadiths, which can be used as 

learning media or research objects [18]. Hadith is the second source of law for Muslims after the Quran. The 

use of hadith data [2] as an object of research is intended to make it easier for users who want to search 

hadith in the Book of Nine Imams by applying the VSM concept. As already explained, the advantage of 

VSM is its ability to return the most relevant information for the keywords you are searching for, which can 

be in the form of words, phrases or sentences. Currently, most hadith data searches can only be done using 

words or the concept of string matching, making it difficult for users to find the hadith in question. 

The goal of this research is to improve the search function for hadiths in the LIDWA Pusaka app 

database using the VSM, TF-IDF with linear search, and ORM Django. This method helps users find relevant 

hadiths more easily by allowing searches with words, phrases, or sentences, unlike traditional methods that 

only use exact word matches. This makes it easier for users to access the hadiths they need for learning or 

research. 

 

 

2. METHOD 

2.1.  VSM 

In the journal [19], Anna and Hendini explained that the VSM is a method or algorithm that is often 

used for an information retrieval system. This algorithm is a model that is used to measure the similarity 

(Similarity terms) between a document and a query by means of term weighting. In the information retrieval 

system, similarities between documents are defined based on a bag-of-words representation and converted to 

a VSM. The relevance of a document to a query is based on the similarity between the document vector and 

the query vector, as seen in Figure 1.  

https://www.cl.cam.ac.uk/teaching/1718/InfoRtrv/handouts/lecture4-vsm.pdf
https://www.cl.cam.ac.uk/teaching/1718/InfoRtrv/handouts/lecture4-vsm.pdf
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Figure 1. VSM illustration [20] 
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Information:  

Sim (di, dj) = Similarity between query and document 

||D1|| = Document vector length 1 

||D2|| = Document vector length 2 

Wij = Term weight in the document 

Wiq = Query weight in the document 

The basic concept of the VSM is to calculate the distance between documents and then sort them 

based on their closeness. The workings of the VSM begin with case folding, stopword removal, stemming, 

and tokenizing, which are stages of cutting the input string based on each word and breaking the document 

into word frequency tables. All the words in the document are combined into one, which is called a term. 

Each document is displayed as a vector, which will be compared with the terms that have been formed. 

Similarity analysis to measure the similarity of documents is done by calculating the cosine [21] of the 

distance between the documents. 

 

2.2.  Linear search 

Linear search is one of the most popular and simple search algorithms [22], [23]. The search 

technique involves scanning data sequentially from start to finish based on the desired keywords. A 

significant advantage of this algorithm is that if the target data is located near the beginning, it can be found 

quickly. Conversely, a major disadvantage is that if the target data is near the end, the search can take a long 

time [24].  

 

2.3.  ORM 

ORM is a programming method used to convert data from an object-oriented programming (OOP) 

language environment to a relational database environment [25], [26]. The advantages of using ORM 

include,  

− It can speed up program development, such as query repetition, because tables are represented as 

objects. 

− Data access becomes more abstract and portable based on the database vendor. 

− It supports encapsulating business rules at the data access layer.  

− It is able to generate boilerplate code for basic CRUD functions. 

 

2.4.  System analysis 

The system to be built is a website-based application using Django [12] as the framework. The 

system architecture is shown in Figure 2. The client or user makes an HTTP request for a hadith search via a 

browser, which is then forwarded to a web server such as Apache, IIS, Nginx, Tomcat, and so on. The server 

processes the request and returns it as an HTTP response according to the user's request (in this research, it is 

a list of hadiths). Figure 3 shows the system flow to be developed in this study.  

 

2.5.  Confussion matrix 

The confusion matrix is a crucial tool in evaluating of classification models in machine learning. It 

provides a detailed breakdown of the model’s performance by comparing actual and predicted classifications. 

The matrix consists of four key components: True positives (TP), false positives (FP), true negatives (TN), 
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and false negatives (FN). These components help calculate various performance metrics such as accuracy, 

precision, recall, and F1 score, which are essential for understanding a model’s strengths and weaknesses. 

For instance, in a medical diagnosis scenario, a high recall indicates the model’s effectiveness in identifying 

patients with a disease, while precision highlights its ability to avoid false alarms [27]. 

 

 

 
 

Figure 2. System arhitecture 

 

 

 
 

Figure 3. System flowchart 

 

 

3. RESULT AND DISCUSSION 

3.1.  Implementation 

In its implementation, this website has three interface pages, including the home page, search page, 

and detail page as seen in Figures 4 to 6. The home page serves as the main entry point, providing an 

overview and easy navigation. The search page allows users to find specific content quickly and efficiently. 

The detail page offers in-depth information and additional resources related to the selected content. 
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Figure 4. Home page 
 

 

 
 

Figure 5. Search page 
 

 

 
 

Figure 6. Detail page 
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On the search page, this algorithm is applied. Figures 7 to Figure 15 are details of the programming 

syntax using the Python language. These figures illustrate the step-by-step implementation of the algorithm. 

Additionally, they highlight key functions and methods used to achieve the desired search functionality. 

 

a) Function gets documents and tokenizing 

 

 

 
 

Figure 7. Get documents and tokenizing VSM 

 

 

 
 

Figure 8. Get documents and tokenizing VSM with filter ORM 

 

 

 
 

Figure 9. Get documents and tokenizing with filter linear search 

 

 

 
 

Figure 10. Linear search function 

 

 

b) Term frequency 

 

 

 
 

Figure 11. Term frequency 

 

 

Inverse document frequency 

 

 

 
 

Figure 12. IDF without filter (VSM only) 
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Figure 13. IDF with filter (linear or ORM) 

 

 

c) Ranking of the 100 highest data 

 

 

 
 

Figure 14. Ranking of the 100 highest data 

 

 

d) TF-IDF and cosine similarity 

 

 

 
 

Figure 15. TF-IDF and cosine Similarity 

 

 

3.2.  Testing 

Algorithm testing was conducted to determine the performance of the VSM algorithm after adding a 

filter by using the recall@k (recall top k), precision@k (precision top k), and mean average precision (MAP) 

approaches with a value of k=10 to the performance of the VSM algorithm without filters. In this research, 

testing was carried out using 20 keywords in the form of words, phrases, and sentences for each filter 

method. The use of TF-IDF in testing results transformed textual data into numerical values, highlighting the 

importance of each term within the dataset. The TF-IDF values were crucial in creating document vectors for 

the VSM, which were then used to compute similarities between documents and search queries, resulting in 

performance metrics such as recall@k, precision@k, and MAP. The value of k=10 was chosen to evaluate 

the top 10 results returned by the VSM algorithm, providing practical insights into the algorithm’s 

effectiveness in returning the most relevant results within a manageable number of top results. The selection 

of 20 keywords ensured a diverse set of search queries, including words, phrases, and sentences, to 

comprehensively evaluate the algorithm’s performance across different query complexities and lengths, 

ensuring robustness and generalizability of the results. 

Algorithm testing with recall@10 using Linear Search and ORM filters is valued 79%. This means 

that about 8 of the top 10 hadiths predicted by VSM appear in searches using the filter in the top 10 orders. 

MAP evaluates the average precision across several keywords, with a value of 0.814 for the VSM method 

with the ORM filter and 0.819 for the VSM method with Linear Search filter. It can be concluded that both 

methods work well in terms of sorting.  

 

 

4. CONCLUSION 

From the results of the Black Box testing that has been carried out, the system search using the 

VSM method, both with the Linear Search filter and the Django ORM, has been successfully implemented 
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and works well functionally, as expected. The testing confirmed that the search functionality is robust and 

efficient. Additionally, the integration with Django ORM ensures seamless database interactions. Overall, the 

system meets the desired performance criteria and user expectations. VSM performance in this research was 

carried out with 20 sample queries. For searches using the VSM method alone, an average time of 51 seconds 

was obtained with 62,169 hadith documents. This is quite long for a search method. Therefore, VSM with 

filters can be used as an option. The filter here is applied before carrying out similarity calculations because it 

can reduce the accumulation of words during weighting, thus speeding up the process. Tests such as 

recall@k, precision@k, and MAP tests were also carried out to assess the relevance of the relevance of the 

algorithm after applying the filter. The results show that adding filters to VSM can work well and is relevant. 

Data filters can be developed further by exploring other word filter algorithms. Additionally, the VSM in this 

research performs exceptionally well for searches using keywords in words, phrases, or sentences. However, 

it does not include searches using synonyms for these keywords. This can be addressed through a query 

expansion approach to increase the relevance of search results or by other methods. 
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