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1. INTRODUCTION

Diabetes is a metabolic disease characterized by increased glucose levels (hyperglycemia) when the
pancreas produces insufficient insulin [1]. The International Diabetes Federation (IDF) estimates that there will
be at least 537 million adults in the world who have diabetes in 2021, and it is predicted that it will continue to
increase to reach 783 million sufferers in 2045. Thus, prevention efforts are needed to reduce the mortality rate
caused by diabetes mellitus.

Initial efforts can be made by checking for blood glucose disorders. Prediabetes or borderline diabetes
is a condition when glucose and HbA1c levels exceed normal levels but are not high enough to be classified as
diabetes [2]. Early detection of this condition will be beneficial for prevention before diabetes mellitus occurs.
Machine learning methods can assist in diagnosing and classifying diabetes mellitus [3]-[8]. To increase
accuracy, several researchers use other methods, namely support vector machine (SVM) [9], [10], deep neural
network [11], [12], nearest neighbor [13], ensemble approach [14], [15], and feature selection [16].

In the case of disease classification, the proportion of data distribution between each class is essential
to be noticed [17]. Several researchers have used machine learning methods and imbalanced data to classify
diabetes mellitus [2]. One technique for dealing with data imbalance problems is applying minority data
oversampling. Research [18] applying the synthetic minority oversampling technique (SMOTE) achieved
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better classification performance. Pears et al. [19] implemented SMOTE and resulted in a gradual increase in
accuracy from 65% to 80%. Research [20] also implemented SMOTE and increased accuracy from 43.27% to
74.38%. Therefore, this paper proposed oversampling techniques using SMOTE to optimize the classification
performance of SVM and Backpropagation for diabetes mellitus classification.

2. METHOD

In general, the steps of this research are divided into several processes, as in Figure 1. The first step
is data collection. The next step is the main step, which consists of data preprocessing, data splitting, training,
and testing. The final step is the evaluation and comparison of the model.

Data Collection

!

Data Preprocessing

Data Cleaning

Normalization

Feature Selection

Owersampling

!

Split Data into
Training and Testing

Support Vector Backpropagation ANN
Machine Training Training

Support Vector Backpropagation ANN
Machine Testing Testing
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Figure 1. Sequential steps in the proposed methodology

2.1. Data collection

The dataset used in this study was obtained from the Medical City Hospital laboratory and Specialized
Center for Endocrinology and Diabetes, Al-Kindy Teaching Hospital, accessed through the Mendeley Data
website [21]. This dataset consists of medical information from laboratory analysis. The dataset includes 103
(non-diabetic), 53 (prediabetic), and 844 (diabetic) patients. The attributes are as in Table 1.

2.2. Data cleaning and normalization

The dataset containing 1000 data from laboratory analysis has 12 features, consisting of 11 medical
attributes and one feature as the output class target. Meanwhile, two attributes are not needed in the
classification process, namely ID and No. Pation. Therefore, both attributes are removed using the drop method.
Data cleaning was done: missing values, duplicate data, and encoding labels for the alphabet data type to
numeric.

Cleaning is also done by observing anomalies in the data to handle outliers. Outlier handling uses the
Interquartile Range (IQR), the difference between the first and third quartiles. IQR is used to obtain each
attribute's lower and upper bound values, and then data outside the lower and upper bound will be deleted [22].
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In the end, the remaining data became 73 (non-diabetic), 36 (prediabetic), and 523 (diabetic). Next, data
normalization changes the data's scale so that each attribute's value has a similar range between 0 and 1.

Table 1. Details of the dataset

Attribute Description
Gender Male or Female
Age In years (min:20, max:79)
Urea Mg/dl (min:0.5, max:38.9)
Creatinine Ratio umol/L (min: 48, max: 80)
HbAlc mmol/L (min: 0.9, max: 16)
Cholesterol mmol/L (min: 0.0, max: 10.3)
Triglycerides mmol/L (min: 0.3, max: 13.8)
HDL mmol/L (min: 0.2, max: 9.9)
LDL mmol/L (min: 0.3, max: 9.9)
VLDL mmol/L (min: 0.1, max: 35)
Body Mass Index (min: 19, max: 49)
Class N (non-diabetic), P (prediabetic), Y (diabetic)

2.3. Feature selection
Feature selection is done through a filter method approach using analysis of variance (ANOVA).
ANOVA feature selection will compare the variance value between feature groups with the variance within
the feature group to obtain the f-ratio value for each feature. Feature selection using ANOVA can also be done
based on each attribute's p-value or probability value. A p-value very low or less than « (alpha value) as a
significance limit indicates that the feature is more relevant to the class label and should be maintained. The
stages of ANOVA feature selection are as follows [23]:
— Create a hypothesis H; and H,
— Count the sum of squares between the groups (SSz) and the sum of squares within the groups (SSy).
— Determine the degree of freedom between the groups (df}) and the degree of freedom within the groups
(dfi).
— Count the mean of squares between the groups (MSB) and the mean of squares within groups (MSW).
— Countthe fratio-
— Determine the significance limit o (mostly 0,05).
— Find the probability value or p-value based on the f,,:;, value in the F distribution table according to the
degrees of freedom df;, dan df,,.
— If the result of the p-value is smaller than «, then reject the H, so that the feature is suitable for use in the
following process.
The statistical results of feature selection with ANOVA for each feature are shown in Table 2.
Table 2 shows that the significance level for each feature is BMI, HbAlc, Age, TG, VLDL, Chol, Gender,
Urea, LDL, Cr, and HDL. Feature selection is based on a p-value smaller than the alpha value (o = 0.05). For
this reason, seven features were selected for the following process: BMI, HbAlc, Age, TG, VLDL, Chol, and
Gender.

Table 2. F-statistic result of ANOVA
Attribute  f-ratio  p-value
BMI 173,97  0.00000
HbAlc 151,22  0.00000
Age 109,46  0.00000

TG 22,42 0.00000
VLDL 16,86  0.00000
Chol 11,03  0.00002
Gender 4,73  0.00900
Urea 2,51 0.07800
LDL 0,72 0.38300
Cr 0,65 0.40600
HDL 0,15 0.57500

2.4. Data oversampling
The data used in this study has different numbers; namely, the comparison of non-diabetic:
prediabetic: diabetic classes is 73: 36: 523 data. Therefore, the oversampling technique with SMOTE is used
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to create synthetic data in the minority class (hon-diabetic and prediabetic) to become the same amount of the
data in the majority class (diabetic). The oversampling method used in this study is the synthetic minority
oversampling technique (SMOTE). This method produces synthetic data between the pairs of nearest neighbors

in each minority data as much as the percentage of duplicate minority data [18]. Figure 2 is illustration of
SMOTE.

@ Majority sample

@ Minority sample
@  Synthetic minority sample

Feature 1

Feature 2

Figure 2. SMOTE illustration

The steps for performing SMOTE for oversampling are as follows [19]:

— Select the k-nearest neighbor value that will be used to generate synthetic data around the reference point.
— Find the nearest neighbors of k reference points used (1).

Xinn = \/(xl —Yy1)2 4+ (2 — y2)2 . (X — Wn)? ()
— Calculate each distance difference between the reference point and each of its nearest neighbors, as in (2).

Then, multiply the distance by a random number between 0 and 1, and then add the result with the reference
point value to produce synthetic data.

Xsyn = X; t (k. — ) X6 (2)

Through SMOTE, the number of non-diabetic and prediabetic classes will be as many as the number
of majority classes, namely 523 data for each class. Therefore, the amount of data used in the next stage is a
total of 1569 data. Table 3 shows the amount of the data after SMOTE.

Table 3. Amount of the data after SMOTE

Step Amount each class
0 1 2
Data Cleaning 73 36 523
SMOTE 523 523 523

2.5. Split data into training and testing

After the data has been balanced, it is divided into training and testing using the K-Fold Cross
Validation method with k=10, as in Figure 3. The data division is done with the cross-validation method to
assess the ability of the classification model on new data to prevent overfitting. Data divided by ten will be
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subsets with the same proportion and class ratio in each subset. In every subset iteration, one subset acts as
testing data while the other is training data [24].

1stiteration ‘ -
zoieion ||| [ [ [ [ |
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Explanation:

|:| : Training fold - : Testing fold

Figure 3. K-Fold cross validation with k=10

2.6. Training and testing

We use support vector machine (SVM) and backpropagation for classification. Both are machine
learning methods that require a learning process using data. These two methods have been widely applied to
solve various problems.

2.6.1. Support vector machine

SVM is a technique to obtain an optimal separating function (hyperplane) in the input space to separate
two data classes with different target variable values [25]. Nonlinear data problems in SVM can be solved by
using kernel functions. Kernel is a parameter that implements a model in a higher feature space [24]. Table 4
shows some kernel functions used in SVM.

Table 4. Kernel function

Kernel Function Definition
Linear K(x;,x) = x] - x
Polynomial K(x;,x) = (x] -2 + 1)P

Radial basis function (RBF) K(x,x,) = exr)(—y”xi—x,-”z)
Sigmoid K(x;,x;) = tanh(Box] - x; + B)

2.6.2. Artificial neural network

ANN is a computational system inspired by neural networks in the human brain. Artificial neural
network (ANN) can solve pattern or classification problems by storing knowledge gained from training on past
data. ANN has an often-used architecture, namely single-layer perceptron and multilayer perceptron.
Backpropagation ANN is one form of multilayer perceptron. This network model connects each unit in the
input, hidden, and output layers.

Figure 4 is an example of a Backpropagation network architecture with n input (x4, ..., x;, ..., x,,) plus
one bias unit, a hidden layer consisting of p units (z, ..., zj, ..., z,) plus with one bias unit, and there are m
outputs (y1, ..., Yk» ---» Ym)- Vij i the line weight from the input x; to the hidden layer unit z;, while v,; is the
line weight connecting the bias in the input layer to the hidden layer unit z;. wy, is the weight of the line from
the hidden layer unit z; to the output unit y,, while wy, is the weight of the line connecting the bias in the
hidden layer to the output unit y,.
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Figure 4. Backpropagation ANN architecture

2.7. Evaluation

The performance of a classification model can be measured using a confusion matrix. Confusion
matrix is a table consisting of the number of test data predicted correctly and incorrectly by the classification
model [24]. The confusion matrix for multiclass data is shown in Table 5.

Table 5. Confusion matrix for multiclass data

. . Predicted
Confusion Matrix Class 1 Class 2 Class 3
Class 1 A B C
Actual Class 2 D E F
Class 3 G H |

A: True Positive of Class 1,

D, G: False Positives of Class 1.

B, C: False Negatives of Class 1.

E, F, H, | : True Negatives of Class 1.

Based on the confusion matrix, accuracy, precision, recall (sensitivity), specificity, and f1-score are calculated
using (3) to (6), respectively.

TP+TN
Accuracy = —————— ©))
TP+FP+FN+TN
TP
Precision = 4
cisto TP+FP ( )
Recall (sensitivity) = LS (5)
TP+FN
2XrecallXprecision
F1 — score = —p (6)
recall+precision

3. RESULTS AND DISCUSSION

The experiment used SVM and backpropagation methods with several scenarios. The first scenario
was testing on imbalanced data. The second scenario was testing the data balance using SMOTE. Next, we
compared the two scenarios. Apart from that, we also compared the proposed method and previous research.
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3.1. Support vector machine

We tested with kernel and regularization parameter (C) variation in SVM. Table 6 shows the result of
the experiment in imbalanced data. We can see that the best accuracy and f1-score reached 95.31% and 87.63%,
respectively, using the RBF kernel. Table 7 shows the experiment results in balanced data, resulting in the best
accuracy and F-1 score reaching 98.85% and 98.85%, respectively. So, we can conclude that adding the
SMOTE method for data oversampling can increase the accuracy.

Figure 5 shows that using imbalanced data produces a relatively low fi-score value compared to the
fl-score value produced when using balanced data. A low C value will make the margin wider and the
hyperplane formed simpler, while a considerable C value will make the margin narrower and the hyperplane
more sensitive. Thus, with a more considerable C value, the model will try to classify the data correctly and
produce the minimum error value possible.

Table 6. SVM performance on imbalanced data

C Linear Polynomial RBF Sigmoid
Accuracy  fl-score  Accuracy fl-score Accuracy  fl-score  Accuracy  fl-score
(%) (%) (%) (%) (%) (%) (%) (%)

0.01 82.75 30.19 90.03 57.22 82.75 30.19 82.75 30.19
0.1 82.75 30.19 90.67 58.23 88.29 52.07 82.75 30.19
1 90.82 58.57 90.51 64.63 91.14 58.88 79.27 29.47
10 90.67 58.08 92.41 78.79 91.94 74.49 72.46 27.99
100 90.83 59.13 93.20 80.34 94.31 87.63 71.35 27.74

Table 7. SVM performance on balanced data (SMOTE)

C Linear Polynomial RBF Sigmoid
Accuracy fl-score  Accuracy fl-score  Accuracy fl-score Accuracy fl-score
(%) (%) (%) (%) (%) (%) (%) (%)
0.01 67.81 68.72 84.96 84.95 72.34 72.70 23.39 16.92
0.1 74.38 74.86 95.35 95.34 85.66 85.82 10.07 8.09
1 94.58 94.58 97.64 97.62 97.00 97.00 7.20 571
10 96.05 96.03 98.34 98.33 98.47 98.46 14.47 14.52
100 97.00 96.98 98.66 98.65 98.85 98.85 14.40 14.45

SVM - Kernel RBF
98.46 98.85

I 87.63

100

100

85.82
80 74.49
58.88
60 52.07
40 30.19
20
0

Parameter C

fl-score (%)

M Imbalanced ® Balanced

Figure 5. SVM-RBF kernel performance on the data

3.2. Backpropagation

Experiments were conducted to determine the classification performance of the Backpropagation
ANN method based on the combination of hyperparameters, including the number of hidden layer neurons and
learning rate. The results of Backpropagation ANN experiments on imbalanced and balanced data are shown
in Tables 8 and 9, respectively. The best accuracy and F1-score on imbalanced data reached 91.55% and
59.40%, respectively. Table 10 shows that the best accuracy and f1-score of the Backpropagation classification
with a balanced data model reached 94.90% and 94.89%, respectively.
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Figure 6 shows the differences in f1-score values produced by the Backpropagation ANN method
based on data usage and the number of hidden layer neurons. When using data balanced with SMOTE, the
resulting f1 score is relatively equivalent to the accuracy value. These results show that the model works better
when using balanced data.

Table 8. Backpropagation ANN result on Table 9. Backpropagation ANN result on balanced
imbalanced data data
Hidden Learning Accuracy fl-score Hidden Learning Accuracy fl-score
Neuron Rate (%) (%) Neuron Rate (%) (%)
3 0.1 91.42 59.18 3 0.1 93.69 93.68
0.01 91.55 59.40 0.01 93.69 93.70
0.001 91.42 59.18 0.001 93.63 93.63
4 0.1 91.41 58.94 4 0.1 94.14 94.14
0.01 91.41 58.94 0.01 94.52 9451
0.001 91.41 58.94 0.001 94.90 94.89
5 0.1 91.55 59.14 5 0.1 93.88 93.88
0.01 91.55 59.14 0.01 93.88 93.88
0.001 91.55 59.14 0.001 94.01 94.01
6 0.1 91.55 59.34 6 0.1 93.37 93.38
0.01 91.41 59.05 0.01 93.18 93.19
0.001 91.41 59.05 0.001 93.56 94.57
7 0.1 91.55 59.13 7 0.1 93.37 93.37
0.01 91.41 59.04 0.01 93.63 93.63
0.001 91.41 59.04 0.001 93.24 93.25

JST Backpropagation - Learning rate 0,001
93.63 94.89 94.01 94.57 93.25

100
80 5918 I 58.94 59.14
0 I I I
3 4 5

Hidden Layer Neuron

o

59.05 59.04

6 7

B
o o

fl-score (%)

N
o

M Imbalanced Data  ® Balanced Data

Figure 6. Backpropagation ANN performance on the data

3.3. Comparison of both method's best result

At this stage, the performance of the two methods is compared using data balanced with SMOTE by
observing the values of accuracy, precision, recall, f1-score, specificity, and sensitivity. The evaluation value
can be calculated through the confusion matrix. The evaluation matrix values generated from the best
experiment of the two methods are shown in Table 10.

Table 10. Best result of both methods

Method Accuracy (%)  Precision (%) Recall (%) Specificity (%) F1-score (%)
SVM 98.85 98.87 98.85 99.42 98.85
Backpropagation 94.90 95.00 93.08 97.50 94.03

The higher precision value in the SVM method indicates that the model has a good level of accuracy
in classifying non-diabetic, prediabetic, and diabetic class data into their respective class categories. In other
words, the SVM method has fewer data prediction errors than the ANN Backpropagation method. The higher
sensitivity in the SVM method indicates that the model has a good level of sensitivity in detecting each actual
class category. The specificity of the SVM method is also higher than the Backpropagation ANN method,
which indicates that the SVM method can avoid prediction errors better.

Improving the performance of the support vector machine and backpropagation with ... (Angga Prastyo)



148 a ISSN: 2722-3221

Finally, the proposed method was compared with the previous study, as shown in Table 11. [2] used
many methods: Multinomial Logistic Regression, decision tree (DT), random forest (RF), Stochastic gradient
Boosting, and naive Bayes. Compare the result of the proposed method with the others shown in Table 5. We
can see that the proposed method outperforms other methods on all performance measures.

Table 11. Comparison of the proposed method and previous study

Method Accuracy (%)  Precision (%)  Recall (%) fl-score (%)
Multinomial Logistic Regression [2] 86.70 70.00 70.00 70.00
DT [2] 95.07 98.12 78.00 89.67
RF [2] 90.64 75.00 78.00 76.40
Stochastic gradient Boosting [2] 97.04 98.85 81.10 89.00
Naive Bayes [2] 93.10 89.00 71.86 79.50
Proposed 98.85 98.87 98.85 98.85

4. CONCLUSION

Based on the experiments that have been carried out, it can be concluded that using SMOTE to balance
the data can improve the classification performance of SVM and backpropagation. The SVM method produced
the best performance on the RBF kernel, namely getting an accuracy of 98.85%, f1-score of 98.85%, sensitivity
of 98.85%, and specificity of 99.42%. The method is better when compared to the ANN Backpropagation
method, which achieved an accuracy of 94.90%, f1-score of 94.03%, sensitivity of 93.08%, and specificity of
97.50% at hidden layer neuron = 4 and learning rate = 0.001. Despite the result, the current study was limited
to several experiments on the model's hyperparameter. We hope that further experimentations on the
hyperparameter variation will confirm our findings.
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