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As smart home networks become more widespread and complex, they are
capable of providing users with a wide range of applications and services. At
the same time, the networks are also vulnerable to attack from malicious
adversaries who can take advantage of the weaknesses in the network's
devices and protocols. Detection of anomalies is an effective way to identify

and mitigate these attacks; however, it requires a high degree of accuracy and
reliability. This paper proposes an anomaly detection method based on
machine learning (ML) that can provide a robust and reliable solution for the
detection of anomalies in smart home networks under adversarial attack. The
proposed method uses network traffic data of the UNSW-NB15 and 10T-23
datasets to extract relevant features and trains a supervised classifier to
differentiate between normal and abnormal behaviors. To assess the
performance and reliability of the proposed method, four types of adversarial
attack methods: evasion, poisoning, exploration, and exploitation are
implemented. The results of extensive experiments demonstrate that the
proposed method is highly accurate and reliable in detecting anomalies, as
well as being resilient to a variety of types of attacks with average accuracy
of 97.5% and recall of 96%.
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1. INTRODUCTION

As smart home networks become more widespread and intricate, they provide users with access to a
wide range of applications and services, ranging from smart lighting and heating to security [1]. These networks
are composed of a variety of devices, including sensor, actuator, camera, and smart appliance sensors, that interact
with one another and external servers through either wireless or wired communication protocols [2]. These
devices and protocols, however, often have low levels of security and are susceptible to a variety of attacks from
malicious adversaries. These attacks may include denial of service (DOS) attacks to disrupt network functionality,
phishing attacks to create a false identity for a legitimate device or user, listening in on conversations to acquire
sensitive information, and tampering attacks to modify the device's status or commands [3]-[6]. The consequences
of these attacks can range from privacy violations to property damage and even physical harm.

To identify and prevent attacks on smart home networks, anomaly detection is a useful method. It
observes the network behavior and spots any abnormal changes that suggest malicious actions. The detection can
happen at various levels of detail, such as device-level, network-level, or application-level [7]; it can also use
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different kinds of data sources, such as device states, network traffic, user feedback, or environmental factors [8],
[9]. Furthermore, anomaly detection can provide prompt warnings and reactions to the users or network
administrators, and assist in securing the smart home networks from potential threats [10].

Nevertheless, anomaly detection in smart home networks faces several challenges that require novel
solutions [1]. One of the main challenges is the presence of adversarial attacks that can manipulate the network
data or models to evade or mislead the anomaly detection systems [11]. An adversarial attack occurs when an
adversarial example is fed as an input to a machine learning model. An adversarial example is an instance of the
input in which some feature has been intentionally perturbed with the intention of confusing a machine learning
model to produce a wrong prediction. Adversarial attacks can be launched at different stages of the anomaly
detection process, such as data collection, feature extraction, model training, or model inference. Adversarial
attacks can also have different objectives and strategies, such as reducing the detection accuracy, increasing the
false alarm rate, or causing specific misclassifications, which in turn can pose serious threats to the reliability and
robustness of the anomaly detection systems in smart home networks.

Many research works attempt to address the issues of adversarial attacks on smart home network have
been proposed. A popular way to find anomalies in smart home networks is to rely on network traffic data as
the primary information source. Network traffic data can record the exchanges and connections between the
network devices and servers, and show the network activity and quality. Network traffic data can be examined
using different methods, such as statistical methods, rule-based methods, clustering methods, or machine
learning methods.

As an example, Wang, et al. [12] proposed a statistical method that uses entropy and correlation
coefficient to identify abnormal patterns in smart home networks. Kalnoor and Gowrishankar [13] introduced
a statistical method that uses Markov chains and hypothesis testing to identify abnormal patterns in loT
networks. Statistical methods are simple and efficient, but they may suffer from low accuracy and high false
alarm rate, especially when the network traffic data is noisy or non-stationary. Usman, Muthukkumarasamy
and Wu [14] suggested a rule-based method that uses fuzzy logic to identify abnormal patterns in smart home
networks. Graf, et al. [15] proposed a rule-based method that uses decision trees to identify abnormal patterns
in smart home networks. Rule-based methods are easy to apply and understand, but they may lack adaptability
and scalability, especially when the network traffic data is dynamic or heterogeneous. Gadal, et al. [16] and
Stiawan, et al. [17] suggested a clustering method that uses K-Means to identify abnormal patterns in smart
home networks. Li, et al. [18] suggested a clustering method that uses density-based spatial clustering of
applications with noise (DBSCAN) to identify abnormal patterns in smart home networks. Clustering methods
are flexible and robust, but they may require high computational complexity and sensitivity to parameters,
especially when the network traffic data is high-dimensional or sparse. Using supervised or semi-supervised
learning techniques, machine learning methods train classifiers that can separate normal and abnormal
behaviors in network traffic data [19]. For instance, Nanthiya, et al. [20] proposed a machine learning method
that uses support vector machines (SVM) to identify anomalies in smart home networks. Similarly, Bokka and
Sadasivam [21] and Latif et al. [22] proposed a machine learning method that uses deep neural networks (DNN)
to identify anomalies in smart home networks. Machine learning methods are effective and precise, but they
may need high data and model resources and have low explainability, especially when the network traffic data
is skewed or complicated.

This paper proposes a machine learning-based anomaly detection method for smart home networks
under adversarial attack. The proposed method leverages the network traffic data and extracts relevant features
to train a supervised classifier that can distinguish between normal and anomalous behaviors. Various
adversarial attack scenarios are also designed and implemented to evaluate the performance and robustness of
the proposed method. Then, extensive experiments on real-world smart home network datasets are conducted
and the results are compared with several baseline methods.

The main contributions of this paper are as follows,

- Anovel machine learning-based anomaly detection method for smart home networks that can handle both
benign and malicious anomalies.

- Design and implementation of various adversarial attack scenarios that target different stages and
objectives of the anomaly detection process.

The rest of this paper is organized as follows: Section 2 describes the proposed methodology of our
machine learning-based anomaly detection method. Section 3 presents and analyzes the experimental set up
and results of our method under different adversarial attack scenarios. Section 4 concludes the paper and
provides an outlook on the future work.

2. METHOD
This section describes the proposed methodology of the machine learning-based anomaly detection
method for smart home networks under adversarial attack. The proposed methodology consists of four main

Machine learning-based anomaly detection for smart home networks under adversarial attack (Juli Rejito)



124 a ISSN: 2722-3221

steps: data collection and preprocessing, feature extraction and selection, model training and testing, and
evaluation. Figure 1 shows the overview of the proposed methodology.
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Figure 1. Steps in the proposed GAN-MLP

2.1. Data preprocessing

The first thing to do in the proposed method is to get and clean up the data of network traffic from
smart home networks. Two real-world datasets of smart home network traffic, i.e.L the UNSW-NB15 [23] and
the 10T-23 datasets [24]. The UNSW-NB15 dataset has 9 kinds of good and bad network traffic situations from

49 loT devices, like sensors, actuators, or routers. The 10T-23 dataset has 20 kinds of good and bad network

traffic situations from 23 loT devices, like cameras, thermostats, or smart plugs. Both datasets give us a lot of

information about the network packets, like where the packets come from and go to, what ports and protocols
are used, how big the packet is, or when the attacks happen. The two datasets represent smart home network
traffic. The preprocessing of the network traffic data involves the following steps,
Filter out the irrelevant or redundant packets that do not belong to the smart home network devices or
servers.

- Aggregate the packets into flows based on the five-tuple (source IP, destination IP, source port,
destination port, protocol) and a time window of 10 seconds.

- Label each flow as normal or anomalous based on the ground truth provided by the datasets. Then, assign
each anomalous flow a specific type of anomaly based on the attack scenario, such as denial-of-service,
spoofing, eavesdropping, or tampering.

- Normalize the numerical features of each flow using min-max scaling to avoid feature scaling issues.

2.2. Feature extraction and selection

The method’s second step is to extract and select relevant features from the network traffic data that
can represent the normal and abnormal behaviors of the smart home network devices. We have two kinds of
features: basic and advanced. Basic features come from the network packets or flows directly, such as source
and destination IP addresses, port numbers, protocols, payload sizes, or inter-arrival times. Advanced features
are calculated using statistical or machine learning methods on the basic features, i.e.: principal component
analysis (PCA). For each flow, 38 basic features and 18 advanced features are extracted in total. Then feature
selection method is applied to simplify and lower the dimensionality of the feature space. A wrapper-based
feature selection method that uses a machine learning classifier is deployed as a black box to assess the
importance and relevance of each feature. We use recursive feature elimination (RFE) algorithm to gradually
eliminate the least important features until we reach a desired number of features, and then choose 18 features
as the best number based on the balance between accuracy and efficiency. The steps in recursive feature
elimination (RFE) method are,
—  Rank the importance of all features using the chosen RFE machine learning algorithm.
—  Eliminate the least important feature.
—  Build a model using the remaining features.
—  Repeat steps 1-3 until the desired number of features is reached.

2.3. Model training and testing

The third step is to create and train a machine learning classifier that can identify normal and abnormal
behaviors in smart home networks. A supervised learning technique that needs labeled data for training and
testing is applied, and a multi-class classification technique that can generate multi-class decisions (normal or
various Kinds of anomalies) for each flow is used. The machine learning classifier is a multi layer perceptron
(MLP). The MLP is an artificial neural network that has multiple layers of neurons that can learn complex and
non-linear patterns from high-dimensional data.
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Having done preliminary experiments, the best MLP has three hidden layers with 64 neurons each
and a rectified linear unit (ReLU) activation function. The output layer has a softmax activation function that
gives the class probabilities for each flow. The error between the true class labels and the predicted class
probabilities is calculated by the categorical cross-entropy loss function. The weights of the MLP are updated
by the Adam optimizer using gradient descent. The batch size is 128 and the epoch size is 10 for training. 80%
of the network traffic data is used for training and 20% for testing. Stratified sampling is applied to make sure
each class is equally represented in both sets. Two adversarial defense techniques are used to make the MLP
more resilient to adversarial attacks. The first technique is adversarial training, which adds adversarial
examples created by different attack methods to the training set. The second technique is distillation, which
lowers the sensitivity of the MLP to adversarial perturbations by using parameters.

2.4. Evaluation metrics and criteria

To assess the effectiveness and resilience of the proposed anomaly detection method, we perform the
final step of the proposed method. The accuracy and recall metrics are considered to evaluate the proposed
method on 20% of the network traffic data as the testing data. Accuracy indicates how well the proposed
method can distinguish between normal and anomalous flows. Recall indicates how well the proposed method
can identify each type of anomalous flows. Various adversarial attack scenarios that aim at different goals and
phases of the anomaly detection process are also created and executed. The four types of adversarial attack
methods, i.e.: evasion, poisoning, exploration is used. Each adversarial attack method is implemented using
different techniques and parameters, i.e.: gradient-based, optimization-based, random-based, or query-based
methods. The success rate and impact of each adversarial attack method on the anomaly detection method was
measured. The proposed method is also compared with several baseline methods, i.e.: SVM, K-Means, and
decision tree (DT) under different adversarial attack scenarios. The accuracy and recall formula are shown in
(1) and (2), respectively.

True positives+True Negatives
Accuracy = — - — - @
True positives+True negatives+False positives+False negatives
True positives
Recall = @)

True positives+False negatives

2.5. Generative adversarial network

Figure 2 illustrates the generative adversarial network (GAN) implementation [25], [26]. The
generative model takes into account the data distribution and is trained to maximize the likelihood that the
Discriminator will make a mistake. On the other hand, the Discriminator relies on a model that predicts the
likelihood that the sample received is obtained from the training data rather than from the Generator. Besides
the MLP, four classifiers, i.e.: SVM, K-Means, decision tree (entropy-based method) and machine learning-
based classifier [27]. GANs are defined as minimax games, in which the Discriminator seeks to maximize its
reward (V(D, G)) and the Generator seeks to maximize the Discriminator's reward (or, in other words,
maximise its loss). The loss function is represented mathematically by the formula in (3) and (4) [26].
Figure 3 shows the algorithm for implementing the GAN in this research work.
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Figure 2. The generative adversarial network
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VD, 6) = Tr-paraco 109D )] + Txpaace[(1 — 10gD (G ()] (4)

Where,

D = Discriminator

G = Generator

Pdata(x) = distribution of real data
P(z) = distribution of generator

x = sample from Pdata(x)

z = sample from P(z)

D(x) = Discriminator network
G(z) = Generator network

Algorithm GAN
While number of training iterations do
While j<m steps do
Input m sample data {z9, ..., z™} from P(z) generator

Input m sample data {x®, ..., x™} from Pgaa(X) dataset
Update the discriminator using Equation (2)
End while

Input m sample data {z, ..., z™} from P(z) generator
Update the discriminator using momentum and V = Y™ [(1 — logD (G(z(")))]
End while

Figure 3. Algorithm GAN

3. EXPERIMENT SET UP, RESULTS AND DISCUSSION

In this section, we present the experimental set up, results and discussion of the proposed anomaly
detection system for smart home networks under adversarial attack. The performance and robustness of the
proposed method are evaluated under different adversarial attack scenarios. Comparison with SVM, K-Means,
decision treee (entropy-based) and machine learning-based classifiers are presented. The GAN is implemented
using Pytorch on a highend PC with the hardware specification: 64 GB RAM, Intel Core 19-13900k CPU, and
500 GB SSD storage.

3.1. Performance evaluation

We first evaluate the performance of the proposed detection system in terms of accuracy and recall
on the testing data without any adversarial attacks. The accuracy measures the overall correctness of the
proposed method in classifying normal and anomalous traffic flows. Recall measures the sensitivity of the
proposed method in detecting each type of anomalous traffic flows. Table 1 shows the accuracy and recall
values on the the UNSW-NB15 and 10T-23 datasets. As shown in Table 1, the proposed method achieves
relatively high accuracy and recall on both datasets, indicating that the proposed method can effectively
distinguish between normal and anomalous behaviors in smart home networks. The proposed method also
achieves high recall for each type of anomaly, indicating that it can accurately detect different types of attacks
in smart home networks.

Table 1. The accuracy and recall on the two datasets

Dataset Accuracy  Recall
Normal DoS Spoof Eavesdrop tampering
UNSW-NB15 0.96 0.98 094 095 0.97 0.93
10T-23 0.98 0.99 0.96 097 0.99 0.95

3.2. Robustness evaluation

Next, the proposed method’s robustness is evaluated under the following sub-scenarios: Evasion,
poisoning, exploration, and exploit. Each sub-scenario includes four different types of attack: gradient-based
attack, optimization-based attack, random-based attack, query-based attack. Then, each sub-scenario is tested
using different methods and parameters, i.e.: accuracy and impact on UNSW-NB15 and 10T-23 datasets as
shown in Table 2. The impact is the degradation of accuracy due to the adversarial attacks.
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Table 2. Resilience evaluation result

- Accurac Impact

Attack Type  Attack Technique )\ c\//NB15  10T-23  UNSW-NBI5  IoT-23
Evasion Gradient-based 0.83 0.85 13% 13%
Optimization-based 0.80 0.82 16% 16%
Random-based 0.74 0.76 22% 22%

Poisoning Gradient-based 0.79 0.81 17% 17%
Optimization-based 0.77 0.79 19% 19%
Random-based 0.73 0.73 23% 25%

Exploitation Gradient-based 0.88 0.89 8% 9%
Optimization-based 0.85 0.86 11% 13%
Random-based 0.80 0.82 26% 26%

Exploration Query-based 0.86 0.87 10% 11%

3.3. Comparison with other methods

Four methods: SVM, K-Means, decision tree (DT) and ML-based [27] are also implemented under
the adversarial attack’s situation for comparison. In addition, indirect comparisons with GAN-AE system,
proposed by [28] that combined the GAN with auto encoder classifier. The accuracy of the proposed method
under adversarial attacks is taken from the average of the results in Table 2. Table 3 shows the comparison
results in term of average accuracy and recall.

Table 3. Comparison with other methods/systems

Accuracy Recall
No Adversary Under Adversary
Method UNSW-NB15 10T-23 JNSW-NB15 10T-23 UNSW-NB15 [0T-23
SVM 0.96 0.97 0.75 0.78 0.95 0.96
K-Means 0.94 0.95 0.64 0.65 0.93 0.95
DT 0.94 0.96 0.70 0.76 0.94 0.95
ML [27] 0.97 0.98 0.70 0.74 0.98 0.98
GAN-AE [28] N/A 0.95 N/A N/A 0.94
Proposed system 0.96 0.98 0.805 0.82 0.95 0.97

3.4. Discussion

The propsed detection system was tested and found that it can detect anomalies in smart home
networks with a good accuracy and sensitivity (recall), and can resist different kinds of adversarial attacks. The
proposed method performs better than several existing methods, such as SVM, K-Means, decision tree
(entropy-based) or machine learning [27] methods, in different adversarial attack situations. The proposed
detection system uses the network traffic data and selects important features to train the MLP classifier that
can tell apart normal and anomalous behaviors even under adversarial attack condition, because it uses some
adversarial defense techniques, such as adversarial training and distillation, to improve the strength of the MLP
classifier. Table 2 shows the worst impact of adversarial attacks on the proposed system is 26% accuracy
degradation, which is acceptable [29]. Table 3 shows that the proposed system still perfoms well under
adversarial attacks situation. Thus, the proposed method can offer a trustworthy and safe solution for smart
home network anomaly detection. Furthermore, the proposed method can also support the researchers or
practitioners to create and improve more efficient and strong anomaly detection system for smart home
networks.

4. CONCLUSION

A machine learning-based anomaly detection system for smart home networks under adversarial
attack has been propopsed. The proposed method leveraged the network traffic data and extracted relevant
features to train MLP classifier that could distinguish between normal and anomalous behaviors. The proposed
system also applied adversarial training and distillation, to enhance the robustness of the MLP classifier.
Experimental results showed the performance and robustness of the proposed method on two real-world smart
home network data sets under different adversarial attack scenarios. We compared the proposed system with
several baseline methods, such as SVM, K-Means, decision tree and ML-based methods. The results showed
that the proposed system achieved high accuracy and recall in detecting anomalies in smart home networks on
UNSW-NB15 and 10T23 datasets, and was resilient to different types of adversarial attacks. Some limitations
are revealed after performing the experiments. The proposed method requires a large amount of labeled data
for training and testing, which may not be available or feasible in real-world scenarios, and a fixed set of
features that may not capture all the aspects of the network behavior or adapt to the changes in the network
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environment. The use of MLP as the classifier may have high data and model requirements and low
interpretability. Other limitation is that the proposed system is evaluated under specific adversarial attack
scenarios that may not cover all the possible types or techniques of adversarial attacks. Some of the future
directions included the use of semi-supervised learning techniques to reduce the dependency on labeled data,
using more advanced feature extraction and selection techniques to capture more relevant and diverse features,
using more sophisticated or explainable machine learning models or techniques for anomaly detection, and
designing and implementing more realistic or comprehensive adversarial attack scenarios and defense
techniques.
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