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 A nation's economy is primarily reliant on agricultural growth. However, 

several plant diseases seriously impair crop growth, both in terms of quantity 

and quality. Due to a lack of subject matter specialists and low contrast data, 

accurate diagnosis of many diseases by hand is highly difficult and  

time-consuming. The farm management system is therefore looking for a 

method for automatically detecting early illnesses. To overcome these 

challenges and correctly classify the different diseases, an efficient and small 

deep learning-based framework (E-GreenNet) is proposed. A 

MobileNetV3Small model is used as the foundation of our end-to-end 

architecture to produce finely tuned, discriminative, and noticeable features. 

Furthermore, the new plant composite (PC), plantvillage (PV), and data 

repository of leaf images (DRLI) datasets are used to independently train our 

proposed model, and test samples are used to evaluate its actual 

performance. The suggested model achieved accuracy rates of 1.00 percent, 

0.96 percent, and 0.99 percent on the given datasets after a rigorous 

experimental study. Additionally, a comparative investigation of our 

proposed technique against the state-of-the-art (SOTA) reveals extremely 

high discriminative scores. 
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1. INTRODUCTION 

For centuries, agriculture has played a crucial role in the domestication of the primary crops and 

livestock species that we rely on today. However, food insecurity remains a significant global issue, 

exacerbated by plant diseases. Diseases of plants can result in reduced crop yields, decreased quality, and 

increased food prices, all of which can negatively impact food security. Therefore, it is essential to 

understand and mitigate the effects of plant diseases to improve food security for current and future 

generations [1]. Plant infections have been shown to harm crops and drastically lower output, which leads to 

food shortages [2]. Based on estimates from food and agricultural organizations [3] around the world, up to 

40% of the harm to agricultural productivity is caused by plant diseases and insects. Millions of people could 

go hungry as a result of this, and the agriculture industry could suffer greatly. Moreover, smallholder farmers 

contribute nearly 80% of the agricultural output in developing countries, where agriculture serves as the main 

source of livelihood. Roughly 50% of the global population living in poverty resides in smallholder 
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households, making them particularly susceptible to disruptions in food supplies caused by diseases. The 

implementation of novel technologies for identifying plant illnesses has the potential to yield benefits, not 

only in terms of enhanced earnings but also by boosting food production [2]. 

Thanks to recent technological advancements, agronomists can now utilize image-based automated 

process control systems to gain valuable insights into the health of plants [4]. By enabling farmers to detect 

diseases earlier, respond to them quickly, and lower the incidence of diseases, the adoption of autonomous 

detection systems enhances crop quality. Using an image processing technique, the afflicted area's size and 

color variations are measured. Machine learning (ML) models were initially proposed as a means of 

identifying and categorizing plant diseases. Support vector machines (SVMs) are one method that can be 

used to quickly and accurately identify crop plant diseases (SVMs) [5], decision trees (DTs) [6], random 

forests (RFs) [7], and K-nearest neighbors (KNNs) [8]. Due to the lengthy preprocessing and reliance on 

human judgment to extract and choose the proper features required to carry out the classification [9],  

ML-based techniques are slower because they require less training data and are simpler to implement, but 

they also work slowly. 

Deep learning (DL)-based technologies are commonly employed in agriculture to classify plant 

diseases [10]. These techniques do away with time-consuming image preprocessing by automatically creating 

discriminative features from input data. Convolutional neural network (CNN) is a useful DL model for early 

plant leaf disease detection. CNN has been widely used in the most recent study to diagnose and categorize 

crop plants [11]. Due to this method's effective feature representation, crop-related classification tasks have 

shown encouraging results. Current methods for classifying plant diseases heavily rely on the computer 

vision's established CNN architectures, such as AlexNet [12], GoogLeNet [7], VGGNet, ResNet, and 

EfficientNet [13]. Various forms of study have created unique network topologies [14] to handle conditions 

found in the actual world, such as occlusion, dim lighting, and diverse temperature conditions. Despite recent 

advances, the generalization robustness and identification accuracy of DL architectures for the classification 

of agricultural plant diseases still need to be enhanced in order for them to function correctly on edge devices 

like the Jetson Nano and smartphones, among other things. 

Numerous studies have been investigated using ML, they suggested using ML to categorize plant 

diseases [15], [16]. Gabor, gray level co-occurrence matrix (GLCM) and local binary pattern (LBP) were 

among the methods used to extract features from the input photographs. RF classifier, artificial neural 

network (ANN), KNN, and SVM are used to successfully classify plant illnesses. The best classification 

accuracy is achieved by Kaur's approach, which uses Gabor features, at 90.23%; nonetheless, performance 

still has to be improved [17]. According to El-Nabi et al. [18], a method was presented for the identification 

and categorization of diseases using weeds as a basis. Initially, the morphological opening and closing 

technique was used to remove noise from the dubious samples. A custom model named k-FLBPCM, a 

filtered LBP technique with contour masks and coefficients, was used to extract the significant features from 

the improved image. Using the computed key points, SVM training was carried out to classify the diseased 

leaf patches. 

Using a method created by [19], [20] different plant leaves could have damage that could be seen 

and identified. In the beginning, features from the input photographs were extracted using directional local 

quinary patterns (DLQPs). Using the calculated key points, the SVM classifier was created to classify 

agricultural leaf diseases. As stated by Ajagbe and Adigun [19], this technique has a 96.50% accuracy rate. 

Detecting questionable images based on color and shape can further enhance detection performance.  

Ajagbe et al. [21] established a new system for classifying and identifying diseases of tea plants. The simple 

linear iterative cluster (SLIC) was initially used to divide the input image into many blocks, from which the 

features were computed using the Harris technique. Fuzzy salient areas were located using convex hulls, and 

GLCM was utilized to determine the feature vector. The SVM classifier was then trained utilizing the key 

points gathered as a final step. The framework has a 98.50% accuracy rate [22], offers more accurate crop 

leaf disease classification, however this approach is expensive. The methodology outlined by can be used to 

locate and classify a number of agricultural illnesses [23]. The suspected image was first segmented using the 

GrabCut method on a sample. The hue, saturation, and value (HSV) transform are used to perform feature 

computations on the segmented image. The earlier recovered key points were then used to train the SVM. 

Plant leaf damaged areas may be correctly classified with 95% accuracy [24]. However, with noisy 

data, its detection accuracy decreases. Another method based on ML was used by to classify different crop 

diseases. First, histogram equalization (HE) was used as a preprocessing step to add more visual information 

to the input data [25]. While plant leaf diseases have been classified using ML and DL-based techniques, 

these approaches' processing times and capacity to identify various diseased leaf regions still need to be 

improved. The existing approaches either require extensive preprocessing or produce poor results with 

distorted samples. Furthermore, when unfamiliar data is introduced, they have overfitting problems. 
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Encouraging farmers to take timely preventive action and preventing crop damage requires precise diagnosis 

and classification of plant leaf diseases. 

 

 

2. METHOD  

There are three primary steps in the suggested structure. The gathered plant leaf photos are first 

preprocessed. An effective CNN model is then used to detect and classify the plant into the appropriate class 

using photos from the various classes. Moreover, when confronted with previously unseen data, they 

encounter issues related to overfitting. Accurate diagnosis and categorization of plant leaf diseases are crucial 

to prevent crop damage and empower farmers to take timely preventive measures. In practical terms, our 

technology functions by issuing warnings to the local agriculture department, enabling swift action if the 

identified label indicates a plant disease. In the initialization phase of Algorithm 1, the model receives a 

video stream (VS) and is loaded with a pre-trained plant disease detection model (PDDM). After reading each 

frame, regions of interest (RoIs) are extracted and inspected for signs of illness. If the image appears normal, 

the next frame is selected. However, if a disease is detected, an alarm is triggered and relayed to the pertinent 

emergency teams and the agriculture department. 

 

Algorithm 1. Plant disease detection algorithm using E-GreenNet 
Input: Video Stream 

Output: Return PlantDiseaseDetected 

Initialization: 

PDDM ← Load Pre-Trained Plant Disease Detection Model (PDDM) 

VS ← Acquire Video Stream 

while VS do 

  |    Frame ← Read (VS) 

  |    RoIS ← PDDM (Frame) 

  |    if RoILabel is normal then 

  |      |     select next Frame;              /* No action processing next frame */ 

  |    else 

  |      |     if RoILabel = plant disease then 

  |      |       |   Send an emergency alert;     /* Call agriculture department */ 

  |      |    end 

  |    end 

end 

Return: PlantDiseaseDetected 

 

2.1.  E-GreenNet framework 

Algorithm 1 shows the plant diseases using E-GreenNet. Between 2017 and 2019, three alternative 

MobileNet architectures for CNN networks on mobile devices underwent continuous improvement. While 

creating MobileNetV1 [5], it made reference to the traditional VGG design and included depth-wise discrete 

convolutions. Based on that, MobileNetV2 is issued a year later, has a linear bottleneck, and an inverted 

residual. Through the application of network architecture search (NAS) and NetAdapt network exploration 

for architectural optimization, MobileNetV3 underwent significant improvement by eliminating  

resource-intensive layers and transitioning from ReLU to the h-swish non-linearity function by the middle of 

2020. This increases both its efficiency and relative accuracy. 

− Inverted residual: ReLU layers are replaced by bottleneck layers as a better, more efficient way to extract 

all the information. There is also an expansion layer within the bottleneck block. Additionally, the mobile 

network is better equipped to transfer gradients between layers via direct routes around bottlenecks, 

preventing gradient loss and layer explosion. A residual block is a key component of many DL 

architectures, as shown in Figure 1(a). Residual blocks and inverted residual blocks function nearly 

equally well despite having substantially lower memory costs as shown in Figure 1(b). To better illustrate 

the primary distinction between the two types of blocks, a visual representation is shown in Figure 1. 

− NAS: we use reinforcement learning and recurrent neural networks (RNNs) to determine the ideal 

MobileNetV3 architecture on a hardware platform with limitations. It systematically converges towards 

the optimal configuration of a neural network model tailored to a particular purpose by effectively 

exploring diverse hierarchical search spaces through reinforcement learning. As an illustration, the 

extension layer of MobileNetV3 has been modified, building upon the initial design of MobileNetV2. 

− Swish function: higher accuracy levels are achieved by substituting the new and unique activation 

function swish for the ReLU function. This function is defined as (1): 
 

𝑠𝑤𝑖𝑠ℎ(𝑥) = 𝑥. 𝜎(𝑥) (1) 
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Due to the complexity of the sigmoid function in the swish formula, mobile edge devices may need to have a 

high computing power need. A solution to this issue is provided by MobileNetV3, which approximates 

sigmoid functions in swish using ReLU6 functions. This is referred to as h-swish and is described as (2): 

 

ℎ − 𝑠𝑤𝑖𝑠ℎ[𝑥] = 𝑥
𝑅𝑒𝐿𝑈6(𝑥+3)

6
 (2) 

 

 

  
(a) (b) 

 

Figure 1. A pictorial representation of (a) residual block and (b) inverted residual block 

 

 

3. RESULTS AND DISCUSSION 

This section examines the dataset, assessment metrics, and evaluation metrics. The experimental 

setup and performance measures are first given, then the datasets are discussed and the findings are assessed. 

All models, including the proposed E-GreenNet, underwent training comprising a total of 10 epochs, 

employing a moderate learning rate to preserve the bulk of previously acquired knowledge. This section 

delves into the evaluation metrics, assessment dataset, and graphical findings. Following a thorough 

examination of the datasets and an analysis of the outcomes, the experimental design and performance 

metrics are elucidated. The recommended E-GreenNet was specifically trained for 10 epochs at a modest 

learning rate to ensure retention of the majority of previously acquired data. The experiments were executed 

on an NVIDIA RTX 3070 Super GPU with 32 GB of onboard memory, utilizing TensorFlow as the backend 

and the Keras DL framework. The effectiveness of the suggested model was evaluated using a variety of 

evaluation measures, such as accuracy, precision, recall, and F1-score, as stated in the equations below. 

 

3.1.  Evaluation metrics 

The definition of accuracy in the classification problem is the number of correct predictions the 

model makes across all types of predictions. 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = (
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
) (3) 

 

The percentage of the dataset that is actually affected by the disease that has been identified as a plant disease 

is measured by precision. The photos having a disease scenario are TP, and the anticipated positives (images 

predicted to be disease are TP and FP). 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = (
𝑇𝑃

𝑇𝑃+𝐹𝑃
) (4) 

 

𝑅𝑒𝑐𝑎𝑙𝑙 = (
𝑇𝑃

𝑇𝑃+𝐹𝑁
) (5) 

 

𝐹1 − 𝑠𝑐𝑜𝑟𝑒 = 2 × (
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛×𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
) (6) 

 

3.2.  Datasets 

To evaluate the performance of the proposed E-GreenNet model, we used the benchmark datasets 

plantvillage (PV) and data repository of leaf images (DRLI). To further evaluate the robustness of the 

suggested model, a new dataset called the plant composite (PC) dataset was also created by combining the 

two original datasets. The aggregate statistics of the datasets that are included are shown in Table 1. 
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Table 1. Overall statistics of the included benchmark datasets i.e., PV, DRLI, and a newly created 
S/N Dataset Training Testing Validation Total Images 

1 PV 39110 107961 4434 54415 
2 DRLI 3341 912 358 4602 

3 PC 43141 116962 4814 59707 

 

 

3.2.1. Plant village dataset 

Furthermore, in order to evaluate the robustness of the suggested model even further, two datasets 

were combined to create a new dataset known as the PC dataset. The aggregate statistics for all the datasets 

are shown in Table 1. On this dataset, which contains images of plants with various ailments, we ran a 

number of experiments to evaluate the suggested strategy's classification accuracy. In greater detail, there are 

a total of 38 classes in the PV dataset, which includes 54,415 photos from 14 different plant species. Of the 

38 classes, 26 were taken from sick plants and 12 from healthy plants. Images from the PV dataset are used 

to represent tomatoes, strawberries, grapes, and mangoes. The dataset used in the study displays a range of 

image quality aberrations, including noise, blurring, and color fluctuations, in addition to samples with 

varying sizes, colors, and lighting. Consequently, it provides a range of challenging information for the 

identification and categorization of affected plant leaf areas. A few samples from the PC dataset are 

displayed in Figure 2. The plant leaves in the top row exhibit a state of health, whereas those in the bottom 

row manifest signs of disease. Each row consists of four leaves for comparison. 

 

 

 
 

Figure 2. Exemplary images from the benchmark datasets 

 

 

3.3.  Performance comparison with state-of-the-art 

In this study, various pre-trained CNN-based methods were assessed alongside the proposed model 

for diagnosing plant diseases. The evaluation included a comparison of the models based on parameters 

count, accuracy, precision, recall, and F1-score. The proposed E-GreenNet model was pitted against several 

pre-trained CNN-based methods for plant disease identification, showcasing superior performance. Notably, 

the E-GreenNet model outshines previous state-of-the-art (SOTA) models by using the fewest parameters 

while achieving impressive accuracy rates of 100%, 96%, and 100% across the three datasets. Additionally, 

when compared to MobileNetV1, despite both models' computational efficiency, E-GreenNet exhibits 

superior performance across all datasets with almost half the parameters. 

The findings of MobileNetV1 and the suggested model are comparable, according to a comparison 

between the two models. With 3.23 million parameters in MobileNetV1 compared to 1.53 million in  

E-GreenNet, the difference is more significant. A summary of the comparison between the input size and 

network training parameters of the suggested E-GreenNet and the SOTA models is given in Table 2, which 

also discusses the performance of the pre-trained models. It is demonstrated that the pre-trained models 

perform well with low false alarm rates. Nonetheless, there needs to be an increase in the false prediction rate 

because it is still quite high. Thus, this study examined the precision and imprecise forecast of a trained and 

optimized CNN (E-GreenNet). The training accuracy and training loss graphs are shown in Figure 3, with the 

total number of epochs displayed on the horizontal axis and accuracy and loss indicated on the vertical axis. 

It is clear from Figure 3(a) that E-GreenNet can be used to diagnose plant illnesses. As the number of training 

and validation process iterations increases, the model's training and validation accuracy line graph varies, as 

seen in Figure 3(b). 
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Table 2. Evaluation of the proposed model E-GreenNet against the SOTA models utilizing the benchmark 

datasets 
Model Class PV DRLI PC 

Precision Recall F1-

score 

Accuracy Precision Recall F1-

score 

Accuracy Precision Recall F1-

score 

Accuracy 

VGG19 Healthy 0.99 0.97 0.99 1 0.95 0.96 0.87 0.95 1 0.98 1 0.99 

Infected 0.97 0.98 1 0.98 0.94 0.94 0.96 0.99 1 

VGG16 Healthy 1 1 0.97 0.98 0.97 0.97 0.95 0.94 0.97 1 1 1 
Infected 0.99 0.98 0.98 0.94 0.95 0.94 0.95 0.99 0.99 

MobileN

etV1 

Healthy 0.99 1 0.99 0.99 0.96 0.97 0.96 0.96 0.96 1 1 1 

Infected 1.0 0.99 0.98 0.97 0.96 0.98 0.98 0.94 0.99 
Efficient

NetB0 

Healthy 0.99 0.99 1 0.99 0.98 0.79 0.91 0.91 1 0.96 0.95 1 

Infected 0.99 0.98 0.99 0.84 0.97 0.88 1 0.98 1 

E-
GreenNet 

Healthy 0.99 0.99 1. 1.00 0.95 1 0.98 1 0.98 1 1 1 
Infected 0.98 1.00 0.99 0.98 0.96 0.97 1 0.99 0.99 

 

 

  
(a) (b) 

 

Figure 3. The training (a) model accuracy and (b) model loss 

 

 

4. CONCLUSION 

In this research, we introduced E-GreenNet, a novel model designed for the detection of plant 

diseases, inspired by the architecture of MobileNetV3Small. To align with our specific objective of 

identifying plant diseases, we fine-tuned the existing model. The proposed E-GreenNet effectively utilizes 

the DRLI dataset, the PV dataset, and a newly introduced dataset named the PC dataset, enabling accurate 

detection and categorization of infected plant leaves. This study leverages MobileNetV3Small, referred to as 

E-GreenNet, in an enhanced and refined configuration. Employing an end-to-end training architecture and  

E-GreenNet, deep key points are computed and categorized into their respective classes. Performance 

evaluation was conducted using the novel PC dataset, comprising images from diverse classes, alongside 

publicly available benchmark datasets such as PV and DRLI. The maximum accuracy achieved was 99.89%, 

with a precision of 99.4%, and a recall of 99.4%. Our approach demonstrated superior reliability and 

efficiency compared to current methods, showcasing promising results within a shorter time frame. Looking 

ahead, our future endeavors include developing a new model incorporating an attention mechanism and 

subjecting our approach to testing with challenging datasets. 
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